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Research Aims

Goal: reverse engineer how recurrent neural networks perform hierarchical inference

Questions

1. How well do RNNs compare against normative Bayesian baselines?

2. What are the representations, dynamics and mechanisms RNNs employ to perform 
inference?
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Hierarchical Inference Task
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RNN Behavior Quantitatively Matches Bayesian Baseline
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RNN State Space Displays Two Kinds of Dynamical Behavior
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Novel Distillation Technique Preserves Phase Portrait
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2-unit RADD RNN

2-unit Knowledge Distilled RNN

2-unit Task-Trained RNN



Novel Distillation Reveals RNN Circuit
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